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1．研究问题

|  |
| --- |
| 1）在预研究的基础上提出具有创新性的科学问题  现代科学形成于15世纪和18世纪，其中新发现一般基于物理实验和数学工具的应用，例如牛顿、欧拉、开普勒等人的研究，而在此之前科学研究仅仅包含收集观测数据，或记录自然现象。现代科学研究主要包含收集物理系统的观测以及对系统的特性进行归纳两个阶段，前者代表了特定的系统知识，后者则是对能够产生这种观测的知识的一种泛化，即提供了描述观测数据的更简约的方式[1]。  降雨-径流预测是根据已有观测数据学习到反映其规律的模型，用于决策以及研究自然现象。雨水降落到地面，在土层和地面中形成径流，汇集到河道中可以提高水位，超过河道容量则形成洪水。在实际应用中，一般观测河流中的水位或流量。水位指河流等水体相对于某个参考点的高度，流量指单位时间内流过给定横截面的水体的体积，它们随时间变化的曲线称为水文曲线，在河流中二者可以通过定额曲线进行转换。  由于水传播介质的多样性，从降雨到河流流量的转换是具有不同时空尺度的过程的相互作用的结果。降雨-径流过程的建模受制于流域复杂度以及合适、定量地表达流域信息的困难，因此经过一个多世纪的研究以后，仍然是一个非常具有挑战性的问题[2]。  径流的预测通常有两种类型：一类是时间序列预测，另一类是根据影响径流大小的因素进行预测[3]。由于前者需使用滑窗法构造训练数据，因此从算法上可以看作同样的问题。综合国内外研究文献，降雨-径流预测中存在着以下几大难点：   * 1. 从机器学习、系统辨识等领域引进的众多黑箱模型极大地提高了水文预测的应用价值，然而黑箱模型具有物理意义不明确、模型结构不易确定等问题；   2. 降雨-径流关系具有非线性、不确定性等特点，很难得到精确的预测，且多步预测还可能面临更复杂的映射关系以及误差积累等问题。因此如何改进现有模型，使之得到更精确的预测仍然是当前国内外研究的重大问题；   3. 降雨、径流数据大都基于点测量，数据有限，且不可避免地面临误差干扰等情况，需要进行输入预处理。因此必须尽可能地充分利用现有数据，且要求得到的输出适于决策。   针对以上问题，本课题的创新点主要有如下三个：研究如何在确定模型结构的同时尽可能多地反映先验信息，以提高模型泛化能力；拟通过改进现有模型结构、模型组合等手段解决预测精度和误差积累等问题；在模型处理过程中，尽可能地利用现有数据，得到更有意义的输出，如进行概率预测，并通过区间分析、模糊集等考虑输入值不确定性。  2）课题来源、选题依据和背景情况  洪水灾害是世界上最严重的自然灾害之一，洪水往往分布在人口稠密、农业垦殖度高、江河湖泊集中、降雨充沛的地方，如北半球暖温带、亚热带。中国、孟加拉国是世界上洪水灾害发生最频繁的地区，美国、日本、印度和欧洲的洪水灾害也较严重。中国幅员辽阔，地形复杂，季风气候显著，是世界上水灾频发且影响范围较广泛的国家之一。全国约有35%的耕地、40%的人口和70%的工农业生产经常受到江河洪水的威胁，并且因洪水灾害所造成的财产损失居各种灾害之首。根据史料统计，从公元前206年至1949年的2155年当中，全国各地发生较大的洪涝灾害1092次，平均约每两年发生1次。1954年是1949年以来长江全流域洪涝灾害最严重的一年，全国受灾农作物面积达2.4亿亩，约3.3万人死亡。1998年长江、嫩江、松花江流域的特大洪水，受灾面积3.34亿亩，受灾1.8亿人，死亡4150人[4]。  准确及时的洪水预报为防洪和蓄水调度决策提供了科学依据，已经成为重要的防洪决策支持技术，作为抵御洪水灾害的重要非工程性措施，在防汛指挥决策中发挥着越来越重要的作用[5]。降雨-径流预测作为洪水预测的重要组成部分，是迫切需要发展的问题。这也正是导师参与的十二五国家科技支撑计划《村镇区域防洪关键技术研究》的一项重要研究内容。  3）课题的研究目标以及理论意义和实际应用价值   1. 研究目标及理论意义   本课题拟利用降雨、径流数据，得到降雨-径流预测模型。具体的研究目标包括：提出具有高预测精度和能够有效解决误差积累等问题的模型；通过区间分析、模糊集等考虑输入值不确定性，研究出能够充分处理输入不确定性的模型，期望能够获得良好的预测精度，同时将预测输出值扩展为区间值、概率预测等，使其更适用于决策。理论意义有：预测精度更高、速度更快的模型，对于研究洪水发生机理、认识自然现象具有重要意义；能够很好地仿真降雨-径流的模型，可以通过与现有的基于水文学理论的模型输出进行对比，以否定或验证理论假设[2]。   1. 实际应用价值   各地区都很重视防洪工程的建设，不断提高防洪标准，但大型防洪工程投资大、占地多、移民问题突出，因此不能只靠工程措施来解决防洪问题[6]。在此背景下，课题的实际应用价值包括：准确迅速的预报结果可以为防汛决策提供科学依据，并且在航运、水库调度、提高水资源规划管理的质量和有效性等方面具有重要作用，例如需要河流信息的领域包括水资源评估、洪水保护、缓解旱情、污染物评估、生态学研究、气候变化影响评估等[2]。 |
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| 1）国内外在该研究方向的研究现状及发展动态  洪水、降雨等现象一般代表受大量因素控制的复杂系统，表现出非线性和高度的不确定性。洪水形成过程的建模一般十分复杂；尽管降雨、水位等均有测量数据，但是一些重要的变量例如蒸发仍无法显式测量，因此描述一个流域的径流过程必须对模型进行简化，而不同的简化则对应不同的模型，本课题仅考虑降雨-径流过程，其模型一般需要满足一些现实需求：首先，模型预测值和真实值要有很强的相关性，其次模型对于不同的流域以及预测时期要有很强的适应性、能够整合不同的输入、易训练、快速预测等[7]。在水文建模领域，根据对重要的物理过程的表示方法进行分类，常用的建模方法有经验模型（即黑箱模型）、物理模型和概念模型。黑箱模型一般用显示的代数方程表示输入输出关系，没有物理基础；物理模型一般基于物理定律（例如质量、动量、能量三大守恒定律），参数可以直接测量或计算；概念模型介于物理模型和经验模型之间，对相应的物理过程进行简化表示。    Figure 1 PDM概念模型  本课题选择黑箱模型，以下对时间序列预测、机器学习黑箱模型的建模框架、常用模型以及混合模型加以综述。  径流的预测通常有两种类型：一类是时间序列预测，另一类是根据影响径流大小的因素进行预测[3]。由于前者需使用滑窗法构造训练数据，因此从算法上来说二者是同样的问题。另外，国内文献在神经网络、遗传算法、SVM等方面也有较多研究[8]–[19]  时间序列预测的目标是寻找一个函数使得在未来某一点的预测值是无偏、一致、有效的[20]。若一个估计器能够达到Cramér-Rao边界（无偏估计器的方差的下界），则称其为有效的。 由于预测值要映射为历史观测值的函数，因此时间序列分析需要映射复杂的输入输出关系。由于非线性模型结构的辨识有很多困难，因此真正非线性水文模型是很少的[21]–[23]，大多都假设线性或分段线性[24], [25]。 如果以预测为目的，那么仅仅揭示非线性是不行的，还需要用非线性模型来描述水文过程[26]，如进行随机、动态建模[27]。另外，对于时间序列预测算法来说，只有在正确地嵌入维数时才会有最优性能，因此不论噪声存在与否，都需要谨慎选择滑窗大小，在实际应用中，对于嵌入维数的启发式方法可以指导网络结构的选择，但对于现实数据来说，并不能保证指导的正确性[28]。对于时间序列多步预测，一般方法有多阶段预测、独立预测和参数预测等方法。多阶段预测即先逐步预测，然后用当前预测值决定下一个时间步长的预测值，在预测步长大的时候会有误差累积问题；独立预测即对每一步分别建立预测模型，误差累积问题会更小，但由于随着预测步长的增加，真实映射会更复杂，因此很难学习到真实模型，且不会像多阶段预测那样平滑掉噪声的影响；参数预测即对时间序列拟合一个参数函数，并用回归模型预测其参数，通过独立预测减少了误差累积问题，但选择合适的参数函数很困难[29]。通常的时间序列预测方法如AR，以及多元线性回归(MLR)都是线性的，还需要假设数据集的平稳性；而基于数据的机器学习方法能够处理动态性以及数据集中的噪声，因此适合水文建模，并且学习到的模型可以组合，即一个模型的预测可以作为下一个模型的输入，这样达到流域可以切割成更小的区域，局部模型可以组合成一个完整的模型的目的[7]。基于机器学习的方法也有缺点，如在不同频率尺度的响应变化较大，就需要有数据预处理和后处理，以处理非平稳数据，例如在文献[30]使用了小波方法。    Figure 2 混合小波-AI原理图  机器学习算法需要遵循一些指导原则。学习算法一般由三部分组成：假设空间用于表示能够学习到的模型、评估函数用于评估模型的好坏、优化方法用于搜索模型参数[31]。根据从已知分布产生的输入输出数据估计出函数f，使得期望误差风险最小化，但由于分布未知，因此只能根据已有信息，即训练样本和假设空间的性质，估计出和最优解最近的函数。如果只考虑训练样本，不考虑假设空间的性质，即使用经验风险最小化，在某种条件下是可以收敛到期望风险的，然而对于小样本来说很容易发生过拟合，因此必须使用正则化项以限制假设空间的复杂度；其中一种方法是使用VC维理论和结构风险最小化原则[32]。总而言之，学习的目标是在训练样本以外要具有泛化能力，由于无法表示测试误差，只能由训练误差替代测试误差，因此没有必要在优化的时候将其最小化[31]。即学习理论的核心问题是函数的泛化能力，学习方法和从观测数据拟合多元函数相似，关键区别是学习理论的拟合得到的能够具有预测性的拟合在原则上是能够揭示物理规律的。可以将学习算法的泛化误差分解为样本误差和逼近误差项，分别对应概率论和逼近论，基于经验风险最小化的算法是在空间H中寻找函数，此问题一般是不适定的，而使用Tikhonov正则化，就是在空间上进行最小化，这样就能够保证解的平滑性和唯一性[33]，也可以用bias和variance解释泛化误差。bias用于测度在所有可能的数据集上得到的输出的均值与期望的函数差别，variance用于测度在不同数据集得到的网络输出的差别。在刚开始训练时，bias较大，而variance较小，因为此时数据集还没起作用，继续训练会导致bias减小，因为此时已经充分学习到了目标函数；当训练足够久以后，网络就会学习到此数据集中的噪声成分，称为过拟合，由于不同数据集的噪声不同，因此此时variance较大[34]。为了应对过拟合问题，除了交叉验证之外，还可以对评估函数加正则化项以惩罚复杂的模型结构；另一种方法是在加入新的模型结构前做统计学检验如卡方检验，以检验在更新模型结构前后，结果的分布是否具有明显的不同；这些方法在数据稀少时尤其重要[31]。对于简单问题，可以很容易控制统计复杂度（如使用线性算法）和算法复杂度（特征空间维数一般较小），而对于复杂的现实问题，特征空间可能很大，如一个16x16的图像，映射到一个5阶多项式需要多维，显然无法控制其算法复杂度，此时对于某一个特定的特征空间F以及对应的映射一个计算特征空间的标量积的有效技巧：核，即在特征空间的内积可以通过在原空间的核函数计算，因此可以在不知道映射时计算特征空间的内积[32]。另外，学习算法必须具有除了数据以外的知识或假设。Wolpert在”no free lunch”定理中说，在要学习的所有函数中，“随机猜测”是最优的。对于现实中的函数，由于一般的假设如函数的平滑性、相似输入具有相似输出、有限依赖性、有限复杂度等是成立的，因此学习才会适用。  机器学习算法已经成功应用于图像识别、故障预测、水文预测、自然语言识别等领域。其中SVM，基于Bayes的预测算法如置信框架、RVM，神经网络等应用很广泛。  支持向量机(SVM)由Vapnik等人创立于1995年，已经应用于模式识别、目标分类、时间序列预测、回归分析等领域。SVM实际上是通过最小化经验风险与正则化项的和，以达到减小过拟合和泛化误差的效果，即其中，正则化项由权值的范数和正则化常数构成，的范数用于保证平滑性，从而限制假设空间。求解最优权值和偏置项是一个凸优化问题，通常将其转化为对偶问题，并且能够得到稀疏解。将输入数据通过核映射到新的特征空间就可以将SVM非线性化[35]。将SVM应用于回归分析则称为支持向量回归(SVR)[36]–[41]，即将观测数据用于轮番训练SVM，由此估计出来一个函数的一种方法。 常用的SVR是将SVM的损失函数替换为不敏感度函数(由Vapnik定义)或二次损失函数(LV-SVM)：  Equation 1支持向量机回归(SVR)    Figure 3 线性SVM软阈值损失函数设置  传统的基于模型的方法对非线性过程建模效果一般不如SVR，因为SVR是基于数据的；基于ANN的方法如多层感知器由于无法保证得到优化问题全局最优解，而SVR能够保证，因此性能一般更好[20]。SVR是由数据驱动的预测，即严格来说SVR是没有模型的，这和传统的预测方法有很大不同。 SVR亦可用于非线性动态系统的建模，例如用SVR将特征空间的数据映射回输入空间[42]，实验证明此方法和卡尔曼滤波方法性能相当[43]。  置信框架[44]–[48]由求取参数的后验、最大化置信构成，关键在于海塞矩阵的求取[49]，可以应用于SVR[50]、SVC [51]。通常对于超参数的选取，可以使用最大后验MAP和置信框架，其中MAP最大化的是后验密度，没有考虑后验体积，而置信框架试图最大化后验质量，因此能够产生更小的预测误差[52]。    Figure 4 Evidence框架  相关向量机(RVM)是一种基于核的稀疏学习方法，通过权值的先验进行平滑性的假设，使用基于贝叶斯的置信框架进行学习，并在学习过程中由超参数的选择实现权值的稀疏化[53]，与SVM相比，RVM具有稀疏性和预测的概率性两个重要特点[54]。针对RVM中核的参数自适应调节，[55]提出了RVM训练过程的对核参数阶段性调整的方法。  Equation 2 相关向量机模型训练和预测方程  神经网络[56]–[65]容易计算和理解，一般以最小化均方误差为目标，但同时也必须考虑泛化能力，因为如果用不同的样本进行训练，那么每一个样本得到的网络的极小值和真实值以及其他样本得到的结果不一样，而泛化技巧就是用来矫正由于数据集的选择引起的误差。在神经网络中需要使用early stopping、正则化等技巧以最大化网络的泛化能力。若不进行模型选择，那么即使得到了训练误差的最小化也是没有意义的，因为过训练（即过拟合）表明不精确的最小化算法可能优于精确的算法。代价函数的曲面一般是非二次、非凸、高维，且具有多重极小或平坦区域，一般没有办法能够保证得到最优解。因此在训练的时候应该注意选取随机学习或簇学习、将训练样本打乱、输入规范化、激活函数的选取、输出值调整、权值初始化、学习率的选择等技巧[34]。  基于模糊逻辑的建模对于分析数据以及建立流量过程模型很有效，特别是在传统模型很复杂、不易理解，或有不精确的信息需要进入建模过程的时候，可以得到容易操作且符合人类思维方式的模型，其建模步骤包括：指定输入输出；将输入划分成合适的模糊集；指定模糊的总数、形状以及位置；确定使得模糊集的组合能够覆盖输入空间规则。划分输入空间可以用聚类算法或启发式算法，而模型优化一般可以看作最小二乘问题[7]。    Figure 5 模糊自动生成系统原理图  贝叶斯预测[66] [67]应用也很广泛，如线性动态系统的贝叶斯预测[30] [31]，RVM等。  在ANN等黑箱模型中因为仅根据已有数据而非显式地利用其内在的物理过程，很可能建立无意义的模型，因此建模方法尤为重要。建模过程一般包括输入选择、模型结构选择等，且一般采用迭代方法。若存在冗余输入，则参数数目和训练样本数目的比值增大，且没有提供额外信息，因此易导致过拟合，并且冗余模型输入引进了权值空间误差曲面的局部极小，增大了优化的难度，还可能使得得到的输入输出关系不唯一，更难从已训练的模型中提取物理意义[70][71]。有先验知识时，可以使用动态方程建模，实现系统宏观性质和微观性质的结合，若无先验知识，则使用非参模型，因为非参模型不对系统做出线性性或动态方程形式的假设[72]。  而混合模型能够利用黑箱模型的优势，如以统计形式有效地描述观测数据的能力以及在观测数据中的先验信息等。如小波变换能够提供对一个过程时间尺度局部化的能力，因此可以对学习算法在处理非平稳信号时进行补充[30]。不同于以往文献中基于小波的方法，[73]显示地考虑了时间序列的统计性质，从而只在必要的时候（方差有明显变化）对数据进行基于小波的预处理。对于一个三层神经网络，若将小波函数作为隐含层的激活函数，则得到一个小波神经网络，并可以用模糊规则改变网络结构，得到模糊小波神经网络，用于时间序列预测[74]。模糊最小最大聚类算法[75], [76]可以自动确定节点数目，用来确定每一个RBF的中心和方差，若将其与RBF神经网络结合，通过最小化误差平方和，使用多元线性回归算法用来优化权值，相比BP神经网络训练速度更快[77]。  如果使用遗传算法（GA）[78]–[82]来优化ANN的初始参数，则得到ANN与GA混合模型，可以同时利用ANN的局部优化能力和GA的全局优化能力，如[83]将其应用于长江流域的洪水预测。R.E. Moore在60年代解决了区间的拓扑性质和结构问题。模糊集和区间分析可以通过拓扑理论联系起来[84]–[86]，在实线上的区间和拥有通常集合操作的集合是对偶的，在区间引进概率分布或可能性分布即可将区间代数和代数通过模糊数或概率密度函数联系起来[87]；区间分析可以和模糊算法结合，如[88]将模糊问题变成集合逆问题，然后用区间分析技巧计算模糊集。区间分析亦可与神经网络模型结合，即将神经元的激活函数换成区间值的函数，得到区间神经网络[89]；将神经网络的训练技巧应用于模糊推断系统就得到自适应神经网络模糊推断系统(ANFIS)，另外对于模型性能的评估，除了平均预测误差，还可以评估预测误差的分布，其他的性能评估指标如平均绝对误差AARE以及阈值统计量TS能够同时反映预测误差的分布，可以将其应用于对ANFIS的预测的评估[26]。    Figure 6 ANFIS原理示意图  对于洪水的预测，HMM,ANN,NLP等的预测精度是基于对流量的预测值和真实值的误差进行衡量，而非基于洪水事件的预测，基于事件的时间序列挖掘方法可以做到这一点。借助混沌系统理论，使用非线性预测表明低维确定性成分的存在性[90]，通过延时嵌入来预测未来事件的重现[91]，即使用相空间重建和数据挖掘揭示蕴含在非线性、非平稳时间序列中能够预测未来事件重现的隐含模式，包括相空间重建、确定事件特征函数、确定目标函数及优化方法等步骤[92]，使用遗传算法，通过最大化目标函数值和最小化聚类半径这两个目标函数来寻找最优聚类。即最大化  Equation 3每个cluster事件性的度量指标    Figure 7 基于事件性的预测示意图  综上所述，机器学习黑箱模型算法在解决预测精度问题以及输入不确定性问题（如小波预处理、模糊聚类预处理等）方面快速发展，且成功地应用与洪水预测领域（如[3], [7], [70], [71], [77]）。在针对先验信息的‘稀疏性’方面，近年来新出现的’SLOPE’算法[93]将原Lasso中的正则化项变为权值元素的次序统计量的加权和，[94]将其发展为’GROUP SLOPE’以考虑预测变量之间的组结构，将来在先验信息的利用上面还有很大的发展空间。  2）研究问题在本学科的地位、前沿性特征与价值  本课题拟研究如何更有效地将先验信息嵌入到模型、如何改进模型结构以提高模型预测精度、如何将在模型中考虑输入不确定性等问题，它们是非线性系统建模中非常重要的问题。对非线性系统的建模也可以看作系统辨识问题，本课题可看作是研究机器学习算法在系统辨识的应用。系统辨识与机器学习算法的联系如下：  系统辨识通过观测到的输入输出数据建立动态系统的数学模型。对于时不变的线性动态系统，输出可以通过输入与系统冲激响应的卷积得到，因此，系统辨识可以看作从观测数据求解冲激响应的问题。 模型结构取决于辨识的目的以及先验知识[95][96]。在模型结构固定的情况下，通常用参数预测误差方法（PEMS）[97]进行辨识，其统计性质已被大量研究，并且大样本情况下参数化方法在某种意义上是最优的[98], [99]，对输入的灵敏度分析可以用于确定系统参数[100]。在经典的频率学意义上，模型结构的选择可以看作一种bias和variance的折衷问题，通过AIC,交叉验证等模型复杂度的的选择实现，但最近[101]–[103]等指出，这种方法在实验数据的测试效果并不好。  系统辨识中的模型选择问题可以借鉴机器学习领域的方法。如果不将假设空限定为有限维，就可以将其看作无穷维空间的函数估计问题，对于线性系统辨识，其元素可以看作所有可能的冲激响应，且不适定性问题可以通过正则化方法解决，其中正则化也可以通过贝叶斯方法解释。在某些情况下，冲激响应可以建模为一个零均值高斯过程。在高斯过程中，协方差函数作为一种相似性度量，可以表示先验信息，在机器学习领域亦称为核。在机器学习领域，一般假定测量输出数据直接通过未知函数和输入得到，而非输入与未知函数的卷积，因此不能直接将其技巧应用于控制领域的系统辨识；再者，在估计过程中需要考虑冲激响应的稳定性，因此借鉴核方法的时候还将冲激响应的指数稳定性包含到先验信息即核中[101], [104]。同时在辨识中，经典的PEM方法对应于核中的超参数方法，研究表明核方法鲁棒性更强[43]。  因此本课题的方法可以借鉴到系统辨识问题中。  3）研究领域里尚未解决的问题及其原因或瓶颈  多步预测精度不理想，因为可能面临更复杂的映射关系以及误差积累等问题；在只有少量数据的情况下，必须依靠先验信息才能得到精确的预测模型，在Bayes预测中，模型先验一般表现为设定权值的初始分布，而对于最小化损失函数的模型如SVM、各种基于核的方法等，则表现为权值的范数，且可能产生稀疏权值，从而简化模型表示。然而由于缺少更多的先验，学习到的模型预测精度仍有提升空间；另外，输入不确定性是制约模型性能的重要因素，而目前这方面的研究尚不够深入。  4）研究问题的创新性  本课题的创新点主要有如下三个   1. 研究如何在确定模型结构的同时尽可能多地反映先验信息，以提高模型泛化能力 2. 拟通过改进现有模型结构、模型组合等手段解决预测精度和误差积累等问题 3. 在模型处理过程中，尽可能地利用现有数据，得到更有意义的输出，如进行概率预测，并通过区间分析、模糊集等考虑输入值不确定性。 |
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3．研究内容

|  |
| --- |
| 1. 本课题研究对象为降雨-径流过程   在一个给定的流域中，降雨、融雪等降落到地表，经过植被或建筑物截留、蒸散发、地面洼陷处填洼等，一部分在地表形成径流，一部分渗透下去形成表层径流以及地下径流等，最终汇集到河流中形成河川径流。  对于此过程的建模，本课题拟采用黑箱系统建模法。系统为一系列相互依赖、相互作用的因素构成的集合，因此要定义一个系统就需要选择系统的边界、要考虑的因素及其相互作用[2]。而模型是系统的简化表示，这种简化要确保依然能够以可接受的准确度来模拟现实系统[105]。由于系统十分复杂，无法完全考虑其元素和相互作用，因此可以用黑箱法进行建模，仅以输入输出来理解系统，这样在建模时就无需关于系统的物理原理的知识。   1. 本课题研究内容包括 2. 如何更有效地将先验信息合理嵌入模型   不同的模型隐含考虑了不同程度的先验信息。如对于神经网络模型，需要使用者自行考虑输入的选择，即将对输出有贡献的输入合理地转化为输入信息；对于可以转化为最小化损失函数的模型如SVM、各种基于核的方法等，则需要将先验信息嵌入到目标函数中，一般以权值的范数表示，且可能产生稀疏权值，从而简化模型表示。因此先验信息的选择至关重要，几种嵌入先验信息的算法如下：  Equation 4岭回归目标函数  Equation 5 RVM等Bayesian模型中的权值先验分布  近年来新出现的’SLOPE’算法将对应于岭回归、Lasso中的正则化项变为权值元素的次序统计量的加权和，最近又发展为’GROUP SLOPE’以考虑预测变量之间的组结构，将来在先验信息的利用上面还有很大的发展空间。模糊推断系统可以通过专家知识构建模糊规则，从而实现将先验信息的直接嵌入，且已经广泛应用于诸多领域。  模糊规则亦可从数据中推断，一般使用聚类算法实现，模糊规则生成后允许使用者进行修改，极大地提高了模型的可解释性及鲁棒性。  其中为权值元素的次序统计量  Equation 6 SLOPE算法  其中为第i组的长度  Equation 7 GROUP SLOPE算法  本课题拟针对降雨径流预测的特点，研究出一种更有效的嵌入先验信息的方法。   1. 如何改进模型结构以解决预测精度和误差积累等问题   不同的模型结构具有不同的泛化能力，即不同的预测精度，代表着从数据中学习到的不同信息。减小泛化误差一直是机器学习等领域研究的重点。多步预测由于面临更复杂的映射关系，更难建模，如果不对各步采用独立预测方法即分别拟合各步的预测模型则会存在误差积累问题，严重影响预测精度。  目前，神经网络模型、支持向量机、Bayes方法、相关向量机(RVM)、模糊推断系统以及区间神经网络、区间模糊算法、小波变换结合神经网络等混合模型已成功应用于很多领域，但泛化能力和模型精度仍然是学习模型考虑的重点。并且多步预测的研究仍有很大空间。  本课题拟研究出一种能够在多步预测时仍具有很强泛化能力的模型。   1. 如何在建模时考虑输入不确定性   输入不确定性对于模型的训练以及泛化能力具有很大的影响，因此在模型处理过程中，如何尽可能地利用现有数据，得到更有意义的输出是很多算法需要考虑的问题，如在模糊推断系统中考虑了输入的模糊性，基于区间分析的算法中考虑了输入的范围引起的不确定性等，因此将输入区间化、模糊化进行处理是很多算法处理输入不确定性的基础。输入不确定性亦可转化为输出不确定性，进而得到预测不确定性，而将预测不确定性考虑到模型的输出中对于提高模型输出的可靠性和可解释性具有很大意义。  本课题拟研究出能够充分处理输入不确定性的模型。 |

4．拟解决的关键技术或问题

|  |
| --- |
| 明确研究中的关键学术或技术难点，提出解决的方法   1. 模型输入选择和预处理   在实际应用中，输入特征的预处理一直是一个十分关键的问题。如在神经网络中，一般得对输入进行规范化，如将均值变换到零值附近、打乱训练数据、输入特征需要不相关等；在RVM中，需要考虑针对训练数据的超参数的选取。本课题拟选取明显对输出有贡献的特征作为输入，并尝试采用各种方法对输入进行处理。   1. 在多步预测中，映射关系更为复杂，更难建模   借鉴已有方法中对输入信号的预处理，即分解为趋势信号和细节信号，然后再进行模型预测，拟引进‘预测趋势’的概念，对多步预测进行修正。目前已有文献分别对趋势信号和细节信号进行预测，本课题拟借鉴其思路，探索趋势信号对于多步预测的作用。   1. 模型选择   合适的模型复杂度对于减小泛化误差有着至关重要的作用，一般采用交叉验证、模型复杂度指标如AIC等进行处理，如对于神经网络的训练则需要使用’early stopping’策略，但大多情况下是由‘超参数’表示的复杂度，此时可以采用格点搜索、参数随机采样等方法进行超参数的选取。   1. 模型评估   模型评估也至关重要。除了常用的均方误差MSE等常见的基于模型输出和观测输出的统计量之外，还有能够反映预测误差分布的平均绝对误差AARE以及阈值统计量TS[26]，还有预测效率[106]等。对于基于相似度的模型如核方法等，输入特性对于预测误差的影响应该考虑进去，但目前似乎尚无考虑输入信号影响的流行的评价指标，及其对模型选取等的影响，本课题拟对此进行研究。 |

5．研究方法

|  |
| --- |
| 1）选择科学的研究方法，制订完整的技术路线  研究方法  本课题的研究拟采用理论分析、试验相结合的方法。根据理论分析设计模型，在此基础上设计训练算法进行学习，根据实验结果对模型进行修改，逐渐使理论模型逼近真实系统，最后验证模型的准确性。  技术路线  搜集数据，初步分析  输入预处理，确定输入输出结构  解决多步预测精度问题  先验信息的合理嵌入  输入不确定性处理  理论分析，确定模型结构和学习算法  正则化信息  模糊规则生成  假设空间限制  输入区间化  输入模糊化  引入预测趋势矫正  设计预测软件  Figure 8总体技术路线图  2）研究方案的可行性分析，预设研究中可能遇到的难点，提出解决的方法  系统辨识、机器学习等领域的许多模型和技巧为降雨-径流的建模提供了很多选择，如神经网络模型、支持向量机、模糊推断系统、区间分析等已经成功运用于很多领域，这些研究成果可以作为本课题研究的基础。以上研究方法和技术路线的叙述也表明本课题在技术上具有可操作性，上述关键问题可以被攻破。  对于以上技术路线中的数据搜索问题：可以通过实地调研、网络搜索等手段，在此基础上应考虑要研究的目标点的径流的影响因素；对于数据预处理问题：神经网络等模型要求输入特征不相关、输入的规范化等预处理，本课题拟考虑输入的不确定性，可以采用区间分析或模糊推断等方法进行处理。使用区间法表示数据能够在运算过程中不损失其原有的不确定性，使用模糊数表示数据能够更灵活地处理输入；对于模型结构的确定：考虑输入不确定性后，模型结构应对此需求做调整，如在神经网络模型中考虑增加神经元、在基于核的模型如SVM、RVM等中增加基的数目并考虑对其稀疏性的影响，模型结构的改变不一定意味着学习算法需要调整，但也可以考虑稀疏性等需求改变现有学习算法；对于多步预测精度问题：拟采用小波分析法将输入信号分解为趋势信号和细节信号，引进‘预测趋势’的概念，对多步预测进行修正。另外在研究中，可能会遇到模型和学习算法可行，但结果不理想的情况，此时应耐心修改模型参数，必要时适当调整理论模型。 |

6．预期成果和结论

|  |
| --- |
| 对研究问题的解答进行科学预设，提出预期的创造性成果   1. 挖掘先验信息，针对降雨-径流过程的特点，提出一种新的稀疏模型 2. 根据趋势预测对多步预测进行矫正，提出一种更准确的多步预测方法 3. 提出一种充分考虑输入不确定性的预测模型   可以通过改善现有基于区间数的预测方法进行实现 |

7．研究基础

|  |
| --- |
| 1）科学评估研究条件和实验条件以及自己的专业基础和导师的专业把控能力  课题组在时间序列预测、故障预测、小波分析、区间分析等方面具有很好的传承，如刚毕业的杨臻明师兄在时间序列预测方面的工作 《基于独立成分分析的含噪声时间序列预测》、《区间时间序列的混合预测模型》，以及在读的孙强师兄的工作《基于不确定性的故障预测方法综述》都可以借鉴。在导师的指导下，前期在小波分析、区间理论、神经网络、Bayes预测等方面进行较为深入的研究，为本课题的开展奠定了良好的理论和技术基础。在实验条件方面，我们已与苏州市吴江区某镇建立合作关系，可以解决数据问题。  2）所需经费，经费来源，开支预算（工程设备、材料须填写名称、规格、数量）   1. 经费来源   同济大学研究生培养经费  《村镇区域防洪关键技术研究》科研项目经费   1. 所需经费   预计所需经费为人民币1.5万元   1. 开支预算   学术论文发表费用 0.5万元  学位论文答辩费用 0.5万元  其他费用 0.5万元 |

8．工作计划（含实验、实践、写作）

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **序号** | **阶段及内容** | **工作量估计**  **（时数）** | | **起讫日期** | **阶段成果形式** |
| 1  2  3  4  5  6 | 查阅国内外相关文献资料，收集数据，在此基础上进行整理、分析，提出科学问题  挖掘先验信息，针对降雨-径流过程的特点，提出一种新的稀疏模型  根据趋势预测对多步预测进行矫正，提出一种更准确的多步预测方法  提出一种充分考虑输入不确定性的预测模型  对研究工作进行总结整理，开始学位论文的撰写，完成毕业论文初稿  对学位论文进行修改，形成学位论文的终稿 | 600  700  600  600  700  400 | | 2014.9-2015.11  2015.12-2016.4  2016.6-2016.10  2016.11-2017.4  2017.5-2017.11  2017.12-2018.1 | 开题报告  在阶段2、3、4中主要成果为发表研究相关的论文  完成学位论文初稿  完成学位论文终稿 |
| **合计** | 3600 |
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